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THE LOGIC OF INFORMATION IN STATE SPACES

LEVIN HORNISCHER
ILLC, University of Amsterdam

Abstract. State spaces are, in the most general sense, sets of entities that contain information.
Examples include states of dynamical systems, processes of observations, or possible worlds.
We use domain theory to describe the structure of positive and negative information in state
spaces. We present examples ranging from the space of trajectories of a dynamical system, over
Dunn’s aboutness interpretation of FDE, to the space of open sets of a spectral space. We show
that these information structures induce so-called HYPE models which were recently developed
by Leitgeb (2019). Conversely, we prove a representation theorem: roughly, HYPE models can
be represented as induced by an information structure. Thus, the well-behaved logic HYPE is a
sound and complete logic for reasoning about information in state spaces.

As application of this framework, we investigate information fusion. We motivate two kinds
of fusion. We define a groundedness and a separation property that allow a HYPE model to be
closed under the two kinds of fusion. This involves a Dedekind—MacNeille completion and a
fiber-space like construction. The proof-techniques come from pointless topology and universal
algebra.

§1. Introduction. State spaces occur, rather unconnectedly, in dynamical systems
theory and in logic. The state space of a dynamical system is the set of states that the
system might be in. In logic, models for intensional logics—like modal, temporal or
truthmaker logics—are built on a set of so-called states or possible worlds. These states
are, roughly, possibilities that are important to take into account when reasoning. The
general concept behind these two notions of state space is that a state space is a set of
entities (representing possibilities) that contain information (about these possibilities).

We aim to provide a unified treatment of state spaces understood in this way: We use
domain theory to describe the general structure of the information that they contain.
Then we show that the well-understood and well-behaved logic HYPE is a sound and
complete logic for reasoning about information in these state spaces.

This unified perspective on state spaces will be fruitful for both areas: On the one
hand, we will get insights about the logic from the informational view on state spaces.
For example, this way we will see that in HYPE models compatibility distributes over
fusion and that the infinite DeMorgan Laws are satisfied. On the other hand, we will
obtain a logic governing dynamical systems. It provides an answer to the question:
What are the fundamental laws for reasoning about the behavior of a dynamical
system?
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156 LEVIN HORNISCHER

There are various takes on this question starting from different perspectives on
(subclasses of ) dynamical systems: For example, dynamic topological logic (Kremer &
Mints, 2007), modal or first-order fixed point logics, nonmonotonic logics (Leitgeb,
2005), co-algebraically, or with an applied category theory approach (Schultz, Spivak,
& Vasilakopoulou, 2020). The approach developed here takes as basic the information
that is contained in a state or trajectory of a dynamical system. For example, the
information contained in one state might imply some of the information contained
in another state (conditional on some further information). The logic behind this
describes the most general structural properties of information in state spaces. Part of
the very general motivation for exploring such logics stems from the ubiquitous use
of dynamical systems that have received comparatively little covering from a logical
perspective. For the special case of neural networks, another such general motivation
is to investigate the information processing of neural nets—this is in line with the
explainable artificial intelligence research project.

The paper is structured as follows. In §2. we use domain theory to motivate and
describe the information structure of state spaces. In §3, we recap the so-called HYPE
models of Leitgeb (2019) and show that these models satisfy the infinite DeMorgan
laws. In §4, we prove a correspondence between information structures and HYPE
models: roughly, the former induce the latter and the latter can be represented as being
induced by the former. This shows that information structures are sound and complete
with respect to the logic HYPE. Thus, we have found an informational logic for state
spaces. In §5, we apply the framework to investigate various notions of information
fusion. We provide well-motivated conditions for when a state space can be closed
under information fusion (i.e., adding new states that are the informational fusion of
old states). To increase readability, we move long proofs to an appendix.

§2. Information structures. We use domain theory to motivate and describe the
information structure of state spaces.

Background domain theory. In the late 1960s, Dana Scott started to develop domain
theory (Scott, 1970). This theory deals with partial orders that can be regarded
as “information orderings”: the elements of the partial order represent pieces of
information (or partial results of computations). To describe the information structures
that we will use, we start by recapping some notions from domain theory (see, e.g.,
Abramsky & Jung, 1994 or Gierz et al., 2003).

Given a partial order P, a subset D C P is directed if D # () and any two elements
of D have an upper bound in D. A partial order P is a directed-complete partial order
(dcpo) if every directed subset D of P has a least upper bound \/ D. One then often
says that D converges to \/ D. Given a dcpo P and a.b € P, we say a is way below b
(a < b) if any directed set D that converges to (or beyond) » must explicitly go above
a:ifb <\/ D, then thereisa d € D such that a < d. (The relation < is also called order
of approximation and elements ¢ € P with a < a are called compact or finite.) Write
ta:={b € P:b < a}. Intuitively, a < b means that the much simpler a approximates
the complicated b. A basis B of a dcpo P is a subset of P such that foralla € P, lanNB
contains a directed subset with supremum a. A dcpo P is continuous if it has a basis,
that is, all elements can be obtained as limits of basic or ‘simple’ elements. (A dcpo P
is algebraic if it has a basis of compact elements.) A continuous dcpo is called a domain
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(though the exact meaning of ‘domain’ can vary: sometimes demanding more or less
but usually requiring being a dcpo).

A subset C of a dcpo P is called Scott closed if C is a downset! and closed under
suprema of directed subsets. A subset U is Scott open iff U is an upset and if it contains
the supremum of a directed set D C P, then U already contains an element of D. Write
C(P) and O(P) for the Scott closed and opens sets of P, respectively. The topological
space (P,O(P)) is a Ty-space, not necessarily sober, and it is HausdorfT iff the order
on P is trivial. We will make use of the following result. (It is also discussed in Ho &
Zhao, 2009 and Ho et al., 2018.)

THEOREM 2.1 (Lawson, 1979 and Hoffmann, 1981). A lattice L is completely distributive
complete” iff there is a continuous dcpo P such that L is isomorphic to C (P).

The category-theoretic version of this result states that the category of continuous
domains and the category of completely distributive lattices are dually equivalent via
the ‘open-set’-functor and the ‘points’-functor (Abramsky & Jung, 1994, theorem
7.2.28).

States, domains and information. We assume to be given a state space in the general
sense, that is, a nonempty set S of entities of which it makes sense to say that they
contain some information. These states could be, for example, states of a dynamical
system, sequences of observations about a system, states of knowledge about the world,
partial possible situations, and so on. We will consider concrete examples below, but
for now we can remain general about what exactly these states are.

As mentioned, domains are motivated as reconstructing the structure of collections
of pieces of information. Thus, we think of the collection of all the pieces of information
of all the states in S as forming a continuous dcpo P. The continuity of the domain
says that any piece of information can be approximated by (or, is the limit of) “simple”
pieces of information. For the time being, we assume that this is essential for pieces of
information. Finally, we regard Scott closed sets of P as positive information and Scott
open sets as negative information. The motivation for this is as follows (just heuristics,
no formal argument).

Why is positive information a Scott closed set? The (positive) information contained
in a state s is a collection C of pieces of information. Loosely speaking, C is what s
“asserts” or “affirms” (though, the pieces of information don’t need to be expressible in
alanguage). This collection should be downwards closed: if the piece of information i is
in C and j is contained in 7, then also j € C. Moreover, as we will argue next, C should
be closed under suprema of directed subsets. Indeed, with limits of directed subsets,
domain theory proved to provide a fruitful reconstruction of the general concept of
computation: abstract enough to be independent of concrete implementations, but still
concrete enough to capture the essential features and intuitions. Thus, the collection C
of pieces of information affirmed by a state should be closed under suprema of directed

' That is, forall a,b € P:if b € C and a < b, then a € C. Upsets are defined dually.

2 Recall that a lattice is complete if any subset has a least upper bound. And a complete lattice
is completely distributive if suprema (i.e., arbitrary joins) distribute over infima (i.e., arbitrary
meets): For any doubly indexed subset {x; ;}ics jes of L. we have A;c; Vjesxij =
V rir—s Nier i p(i)- (See. e.g.. Davey & Pristley, 2002 for this definition. )

Note that the meet of a subset 4 of C(P) is the intersection of the sets in A and the join of
A is the topological closure of the union of the sets in 4.
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subsets: whatever piece of information that can be computed, deduced, or obtained
from only pieces of information in C should already be in C, since it hence also is an
information asserted by s.*

Why is negative information a Scott open set? The negative information contained
in a state s is, loosely speaking, the collection U of those pieces of information that the
state “denies” or “refutes” (again, these pieces need not be linguistically expressible).
This collection should be upwards closed: if the piece of information i is refuted by s,
then all stronger versions j > i of it are refuted, too. Moreover, U should be inaccessible
by directed joins: if one refutes the limit \/ D of an approximation, then one shows
that, at some point d € D, the approximation moves in the wrong direction, whence
one already refutes d. In other words, if one refutes the limit \/ D of a computation,
then one shows that one of the resources d € D which one used had to be false.

Much more could be said about the motivation for modeling positive and negative
information of a state in this way—especially if we look at concrete instances of such
states. However, to keep to the point, we will take this as a prima facie plausible
reconstruction of information in states and move to investigating this framework.
(Though, in§5.1 we will say more on this, and, more generally, also see. e.g.. Smyth, 1983
and Vickers, 1989 for a ‘logical’ perspective on topological notions.) After all, much
of the motivation for a reconstruction comes from the fruitfulness of its application.

Information assignment. Theidea of having states that contain positive and negative
information can formally be spelled out as follows.

DEFINITION 2.2 (Information assignment). Given a nonempty set S, an information
assignment to S is a pair (P.1) where P is a continuous dcpo and 1 is a pair of functions
(1) withiy : S — C(P) and1_: S — O(P) such that

(i) 1isinjective: for all s.s' € S, if 1, (s) =1, (s") and 1_(s) = 1_(s'), then s = 5.
(ii) Forall s €S, thereisa s* € S such that

(%) :={ieP:igi(s)}
L(s*)={ieP:idi(s)}

(Note that, if s* exists. it has to be unique.) We also say that 1 is a P-information
assignment to S. We write 1+.(s) = ... if both equations 1, (s) = ... and 1_ = ... hold.

Condition (i) demands that the notion of information reconstructed here is very “fine-
grained”: if there is absolutely no difference in the information of two states, then two
states are (regarded to be) the same. Condition (ii) is a condition on the state space: It
should be rich enough such that for every state s there also is a state s* which affirms
exactly what s doesn’t deny and denies exactly what s doesn’t affirm. In other words,
for any state s, the state space should contain the “informational completion” s* of s.

As afirst simple example, we can consider the dynamical system of a classical particle
moving on a line as described by classical mechanics.

4 Another motivation or argument is this: If D C C is directed, s affirms every piece of
information d € D, whence s should contain some information that accounts for that, that
is. s should contain the limit \/ D of D. In other words, if D C C, then for any two pieces
of information i and j in D, the state s also contains a piece of information & that contains
both i and j. Then s should also contain \/ D, for otherwise s couldn’t “explain” where the
k’s came from.
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ExaMPLE 2.3 (Position and momentum space). A4 state of the system consists of the
position and momentum of the particle, whence the state space is R> (or an appropriate
subset thereof). A piece of information is the information that the system is in a certain
area of the state space (i.e., that the position and momentum of the particle is within
a certain range). Thus, we model a piece of information as a cube [p.p'] x [¢.q"] C R?
and the collection P of such cubes indeed forms a continuous domain under the reverse
inclusion ordering. Thus. the positive information contained in a state s = (p.q) is 1,.(s) =
p.p1x[q.q1) ={i € P:s € i} which is indeed Scott closed. The negative information
ist(s)= (l+(S))C ={i € P:s & i} whichis Scott open. The information contained in a
state is a complete description of the particle, thus, s* = s.

We will consider more examples in due course.

Information theoretic operations. The information assignment : induces a partial
join function on S: so, s’ is defined as the s”, if it exists, that contains exactly the
information contained in s plus the information contained in s’. Moreover, 1 also
induces a notion of incompatibility on S: two states are incompatible iff they disagree
on a piece of information. Finally, 7 induces a star-mapping: for s € S, s* is the
informational completion of 5. To summarize, we have defined the following.

DEFINITION 2.4 (o,, L, .*). Let S be a nonempty set, P a continuous dcpo, and 1 a
P-information assignment to S. Define

(i) 0,:CS xS —S.s0,5 is the unique s", if it exists, such that 14.(s") = 1+ (s) U
1(s).

(ii) L,C S xS is defined by: s L, s' iff there is an i € P such that (i € 1,.(s) and
ici(s)or(ici(s)andici (s")).

(iil) -*: S — S, s* is the unique s* of condition (ii) of the definition of an information
assignment.

(iv) <, is the partial order induced by o,: s <, s" iff s o, s’ exists and s o, s' = s’.

One might be tempted to additionally demand of information assignments that
information fusion always is total, that is, that the set of states is closed under
information fusion. However, the position-momentum space example above shows
that this is not always possible: any state was informationally complete, so no further
information could be fused to it without becoming inconsistent (and the state space
didn’t include an inconsistent state). Nonetheless, one might wonder how to obtain
information assignments where this (and stronger forms of) information fusion is
possible. We will do this in §5.
Here are some basics facts about the induced information structure.

LemMA 2.5 (Induced information structure). Let S be a nonempty set and 1 an
information assignment to S. Then

(1) o, is reflexive (for all s € S, s o, s exists and equals s) and commutative (for all
s.s' €8, ifso, s exits, then s’ o, s exists and equals s o, s").
(i) s <, 5" iff 1:.(s) C1(s") and 1 (s) 1 (s").

Proof. Immediate. O

Note that, in (i), there is no reason to expect o, to be associative (that is a subtlety that
will become relevant below). Also note that (ii) shows that <, is the superposition of
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two preorders: The positive information preorder s <, s’ given by 1,.(s) C 1. (s") and
the negative information preorder s <_ s’ given by 1_(s) C 1_(s’). This is reminiscent of
the following example.’

ExampLE 2.6 (Dunn’s aboutness interpretation of FDE). One may compare our
information assignments to the ‘aboutness interpretation’ of the logic ¥FDE due to Dunn
(1966, 1971, 2019).° There, in short, an interpretation I over a set X (‘the universe of
discourse”) maps each propositional atom p to a ‘proposition surrogate’ (A+. A™) which is
a pair of subsets of X. Intuitively, A" is the set of topics that p gives information about
and A~ is the set of topics —p gives information about. Then I is inductively extended
to Boolean formulas: If I (o) = (A", A7) and I (w) = (B*,B"), then I (—p) = (A", A"),
I{loANy)=(ATUBT. A NB )., and I(pV ) =(ATNBT A"UB"). And ¢ entails v,
if BY C A" and A~ C B~. Then ¢ implies y in the logic ¥DE iff ¢ entails y in every
interpretation over any universe of discourse.

Thus, in our terminology. we may view the set of Boolean formulas as a state space
and an interpretation I over universe of discourse X as an information assignment: We
view P := X as a continuous domain under the discrete order (i.e., x <y iff x = y),
whence the Scott-topology is the discrete topology on X. And. for a state s = ¢ with
I(p) = (A", 47), wedefine1,(s) = A" and1_(s) = A".

This is not quite an information assignment: for this, two modifications are needed.
First, to satisfy clause (ii), we add an a unary operator C which is interpreted as ‘topical
completion’: if 1(p) = (AT, A7), then I(Cyp) := (X \ A, X \ A4*).” We define Sy to
be the set of formulas built from the propositional atoms using the operators —, N\, V
.C. Second, to satisfy clause (i), we define the equivalence relation =; on Sy by ¢ =;
w iff 1() = I(y). We define S := Sy/ =;. As above, let P be X with the discrete
order and define 1 as follows: for s =[] € S, let 1, (s) := A" and 1 (s) := A~ where
I(p) = (A", A7). Then (P.1) is an information assignment where, for s = [¢], we have
st =[Cop].

On a version of this idea. which is used to represent de Morgan lattices (Dunn, 1967,
2019), one defines A and N componentwise: (AT, A )AN(BY*,B") =(ATNBT,. A NB")
and similarly for V. We can then still build an information assignment (P.1) as before for
which we have, for s =[pland s’ = [y]. that so,s' =[pVw]ands <, s" iff At C B* and
A= C B where I(p) = (AT, A7) and I (w) = (BT,B™). In fact, (S, <,) is a distributive
lattice.

Thus, we may regard our information assignment as a refinement or generalization of
the aboutness (or de Morgan) interpretation: we also take into account the mereology of
the ‘topics’ of the universe of discourse P. The fact that the aboutness interpretation is
sound and complete with respect to the logic FDE is then analogous to our result below
that our information structure interpretation is sound and complete with respect to the
logic HYPE.

High-level information. We have said that the information described by : is very
fine-grained and not necessarily expressible in a language. Thus, in a sense, 1 describes

> I'm grateful to the referee for pointing me to this comparison.

 An overview of FDE is provided, e.g., by Priest (2008, chap. 8). For this example. knowledge
of FDE is useful but not required.

7 Cf. the clause for the involution N in Dunn (1967).
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the “low-level” information contained in a state. We will now describe an assignment
of information that is expressible in a language and high-level.

Let £ be the language built from the propositional variables pi., p2, ps, ... using the
connectives —, A, V, —,T. We use v as a variable for literals and v is the complement
of the literal v.® Given a set S. a valuation is a function V : S — P({p1.p1. p2. 2. ...}).
The valuation assigns every state s € S a set of literals which intuitively describes which
atomic sentences are made true and/or made false at the state.

Of course, the high-level and low-level information should be related. In the
ideal case, the high-level information “arises from” the low-level information. One
straightforward way to spell this out is given by the next definition.

DerINITION 2.7 (High-level info supervenes on low-level info). Let S be a nonempty
set, (P.1) an information assignment to S, and V : S — P({ p1.P1. p2. P2. ... }) a valuation
(in the propositional language L). We say the high-level information V supervenes on the
low level information 1, if for all s.s' € S,

(i) V(s)UV(s')C V(so,s') whenever so,s’ exists.
(ii) If there is a literal v such that v € V (s) andv € V (s"). then there is i € P such
that (i €1, (s) andi € 1.(s")) or (i €1_(s) and i € 1, (s")).

(iii) V(s*)={v:vg&V(s)}.

Condition (i) says that if we put together the low-level information of two states, we
won’t lose any high-level information. (Though, it might be that there is some low-level
information in the two states that individually is not expressible in the language yet,
but if put together it becomes salient enough to be describable.) Condition (ii) says
that a high-level incompatibility only occurs if there also is a low-level incompatibility.
Condition (iii) says that, not only on the low-level but also on the high-level, s* asserts
what s doesn’t deny and denies what s doesn’t assert.’

Summary information structure. Let’s summarize the definitions so far and then
sketch an example.

DEFINITION 2.8 (Information structure). Let S be a set. The information structure J of
the set S'is a tuple (S, P,1.V') where P is a continuous dcpo, 1 = (14..1_) is a P-information
assignment to S, and V a valuation that supervenes on 1.

Note that, as mentioned, we don’t assume anything about the set of states S except that
it makes sense to speak of information contained in the states in S. Yet, for concrete S.
we might make use of its additional structure, as we can see in the following example.

ExaMPLE 2.9 (Trajectory space). We show how a well-motivated modification of
the space of trajectories of a discrete dynamical system can be given an information
assignment. We will only sketch the example; for more details see Hornischer (2019).
The example invites a much more general treatment, but that would require another

paper.

8 Sov==-pifv=pand=pifv=-p.

9 The second half of this ‘completion’ (denying what is not asserted) is reminiscent of ‘negation
as failure’ in logic programming: according to the completion semantics (which, in a way,
formalizes the ‘closed world assumption’), the completion of a logic program denies a
proposition p (i.e., implies —p) if the program doesn’t assert p (i.e.. implies p).
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Let X be a countable set and f : X — X an aperiodic and well-founded function.'’ So
we can regard (X, ') as a discrete dynamical system: X is the state space and f describes
the dynamics. Let T be the set of finite or infinite trajectories of (X, f). that is. finite
or infinite sequences xo.X1. ... in X such that x; 1 = f(x;). We take two trajectories to
exhibit the same behavior if they eventually take the same path through the state space:
t=t"iff thereisi.j > 0such that, for alln > 0, t(i +n) is defined iff t'(j + n) is defined,
in which case they are equal. Thus, we can regard the equivalence classes as the possible
‘behaviors’ of (X.f), and the quotient T := T/ = is naturally ordered by: [t] < [t'] iff
Sor all ty € [t] there is t1 € [t'] such that t, extends to as a sequence (‘behavior [t] can be
extended to behavior [t']’). One can then show that both (T, <) and the order dual (T, >)
are algebraic domains.

In (T, <), the finite behaviors (i.e., [t] with finite trajectory t) are compact. The infinite
or ‘limit’ behaviors (i.e.. [t] with t infinite) are noncompact and maximal: they are the
limit of finite behaviors. To reason about these limits, it is also important to know from
where they were reached. Thus, we mirror T at the infinite behaviors: We think of a
mirror image of a finite nonempty behavior [t] as the limit behavior [t] reached from
the finite behavior [t] (where T is the infinite trajectory extending t). Formally, we define

= {([/1.[7]). ([2).12]) : 1 trajectory}.!! And for t.7' € P. we define t <<’ iff

(i) 7= (t1.[7]) and t' = ([').[¢"]) and [t] < [t']. or
(ii) == ([7].[]) and 7’ = ([t').[']) and [t'] < [1]. or
(iii) = = ([¢).[7]) and ' = ([¢'].[t']) and [t] < [t'].

One can then show that (P, <) is an algebraic domain. Moreover, (P, <) is an involution
poset by ([t1.[7])* := ([£).[¢]) and ([7).[¢])* = ([t].[7]).'? Intuitively, any information that
is not already ruled out by t is in . Indeed, we can define the following information
assignment on the state space S := P of possible behaviors of (X, f): 1. : P — C(P) by

1.(t)=lrandi: P — O(P) by 1_(7) = (I7%)".

Note how in this example the information structure is closely linked to the dynamics
of the system.

§3. HYPE models. We recap the definition of HYPE models, show various facts
about them that we will need later on, and we prove that these models satisfy the
infinite DeMorgan laws.

Definition of HYPE models. We will work with HYPE models for the propositional
language £ with connectives L, A, V,—, —. (HYPE models also exist for first-order
languages.)

DErFINITION 3.10 (HYPE model, Leitgeb, 2019). A HYPE model 9N (for L) is a quadrupel
(S.V.,o, L) such that

(0) S is a nonempty set (the set of states).

10 Aperiodic means that there is no n > 1 and x € X with /”(x) = x. And /. considered as a

relation, is well-founded if there is no xg.x;.... € X such that ... x, +1> bl r£> Xo. (That is, [
doesn’t have infinite ‘backward orbits’ )

1" For the empty trajectory L we define L as a new symbol T.

12 Thatis, forall 7.7/ € P, t** = 7. and t < ¢/ implies /" < ¢*
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(1) Vis a function (the valuation) from S to the power set of literals of L.
(2) ois a partial binary function from S x S to S (fusion) such that

(a) (Monotonicity). Either s os' is undefined. or s o s' is defined and V (s o
sHYDV(s)uV(s).

(b) (Reflexivity). s os is defined and sos = s.

(¢c) (Commutativity). If s os' is defined, then s’ os is defined and s os’ = s'oss.

(d) If (sos’)os" is defined, then s o ((s os’) os") is defined and the two are
equal.

(3) L is a binary symmetric relation on S (incompatibility) such that

(a) Ifthere is a literal v such that v € V (s) andv € V (s'), then s Ls'.
(b) If s L s" and both s os" and s' os"" are defined, then sos" 1L s'os".

(4) For every s € S there is a unique s* € S (the star image of s) such that

(a) V(s*)={o:v&V(s)}

d) If s L s', then s’ o s* is defined and s' o s* = s*. (So s* is the “largest”
state having the previous compatibility property with respect to s.)

Formula satisfaction and logical consequence in HYPE models is defined as follows.

DEFINITION 3.11 (Satisfaction and consequence, Leitgeb, 2019). Let s be a state of a
HYPE model N. We recursively define s E ¢:

(1) skEviffve V(s) (wherevis a literal).

(2) sE—piffforall s',if s' E, thens L s'.

(3) sEpAyiffsEpandsEy.

4) sEeVyiffsEporskEy.

(5) sk = wiffforall s'.if s' & @ and s o s' is defined, then s o s' F y.

Given a set I of formulas and a formula y, T = y iff for all HYPE models I and states s
of M. ifsEp forallp €T, then s E y.

Leitgeb (2019) provides a sound and complete logic for HYPE models with this
semantics. We will refer to this logic as HYPE which we repeat for convenience in
Figure 1. The logic HYPE is well-understood and well-behaved. It not only is sound
and complete (via a canonical model construction) with respect to the HYPE models, it
also has the deduction theorem, the finite model property, and is decidable. Moreover,
it contains first-degree entailment, conservatively extends intuitionistic logic, and the
structures of HYPE models are well-known from ordinary mathematics. (For all these
results see Leitgeb, 2019.)

Facts about HYPE models. Conditions 3(b-d) are just enough to show that the
join function defines a partial order (Leitgeb, 2019):

DEFINITION 3.12 (<). Given a HYPE model (S.V , o, L), define for all s,s' € S
s <s':e (sos’ existsand sos' =').

We write \/ . for the least upper bound, if it exists, with respect to <. We drop the
subscript < if'it is clear from context.
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(Aal) =T (A10) F(4—C) = ((B—C)

(A2) FA—4 —(AVB = C))

(A3) FA—(B—4) (Al11) FAA(BVC) <« (ANB)V(ANC)

(Ad) FA—=(B—C)— (A12) FAV(BAC)< (AVB)A(AVC)
((A—=B)—=(A4—C)) (A13) A< —d

(A5) FANB—4 (A14) F—(AAB) < AV B

(A6) +FANB— B (A15) F—(AVB) & ~AA—B

(A7) FA— AVB 4B

(A8) FB—AVRB (A16) B A

(A9) kA (B— ANB) (Al7) AA—BFB

Fig. 1. The system HYPE as presented by Leitgeb (2019).

LemMA 3.13 (Facts about HYPE models). Let 9 = (S.V, o0, 1) be a HYPE model.
Then

(i) s<s'iffs"™ <s*

(ii) s*=\{s":s" Ls}.

(i) s Ls" iff s £s'".

(iv) If s* = s for all states, then s < s" iff s = s'. If, moreover, s,s’ < s o s’ whenever
sos’ is defined, then 9 is a classical model (so the states act like classical
models).

Proof. (i). The left to right direction is the property of being antitone that the
star mapping is observed to have by Leitgeb (2019). The other direction follows since
§*F =g

(ii). By definition, s* is an upper bound of {5’ : s" / s} and since s* is in this set, it
is the least upper bound.

(iii). (=). Assume for contradiction that s | s’ and s < s’". Then, since L is isotone,
s'* L s', which is a contradiction to condition (4c) on HYPE models.

(«<). Assume s £ s'*, then either s os’" is not defined or defined but not equal
to s'*. This is precisely the negation of the consequence of condition 4(d). So by its
contraposition, s L s’.

(iv). Assume s* = s for all states. For the nontrivial direction, assume s < s’ = s'",
sos fs',s0s" <s*=s,s0s =s". Under the additional assumption, if s o s’ is defined,
then s = s os’ = s’ and the truth-conditions for the connectives become equivalent to
those of classical logic (Leitgeb, 2019). O

In an earlier definition of HYPE models, condition 3(d) was stronger: it demanded o to
be associative up to definedness. Formally:

DEFINITION 3.14 (Associative HYPE model). 4 HYPE model (S.V ., o, L) is associative if
Joralls,s',s" € S the following are equivalent (where dom(o) is the domain of the partial
function o)

(1) (s.5") € dom(o) and (sos’.s") € dom(o)

(2) (s'.s") € dom(o) and (s.s" os"") € dom(o)

and in both cases (sos’)os” =so(s'os”).13

13 This is the usual way to define when a partial binary operator is associative: see, e.g., Poinsot,
Duchamp, & Tollu (2010).
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We will mostly deal with associative HYPE models. But, as far as the logic is concerned,
this is not a restriction: completeness was already obtained for the earlier version of
HYPE models. Formally:

THEOREM 3.15 (Associative HYPE models are sound and complete). The class of
associative HYPE models is sound and complete with respect to the logic HYPE.

Proof. (Sketch). Leitgeb (2019) shows that the class of HYPE models is sound and
complete with respect to the logic HYPE. Completeness is shown by a canonical model
construction and fusion in that canonical model is associative up to definedness. Thus,
if ' I/ ¢, the canonical model is an associative HYPE model witnessing ' E ¢. O

One advantage of associative HYPE models is that fusion and least upper bound go well
together.

LemMMA 3.16 (Fusion and order). Let (S.V, o, L) be an associative HYPE model. Then
forall s,s' € S. if sos’ exists, then

sos' = \/{s,s’}.

Proof. Assume s os’ exists. We show that s o s’ is an <-upper bound of {s.s'}. Since
sos = s always exists, (s,5) € dom(o) and (s 0s.s") € dom(o). Since S is associative,
(s.s") € dom(o) and (s,s0s’) € dom(o) and so(sos’) = (sos)os’ =sos’, whence
s < sos’. Similarly s’ < sos’.

Next we show s o5 is the least <-upper bound of {s,s’}. Assume 7 > s,s” and show
t > sos’. By assumption, fos and ¢ o s’ both exist and equal z. Hence (z,5) € dom(o)
and (tos’) = (tos,s’) € dom(o). Since S is associative, (s,s’) € dom(o) and (¢,s0s") €
dom(o)andt =tos’ = (tos)os’ =to(sos’). Hence sos’ < t, as wanted. O

Infinite DeMorgan laws. As a first application of an informational perspective on
HYPE models, we show that the star mapping of a HYPE model satisfies the infinite
DeMorgan laws.

Lemma 3.17 (Information assignment to HYPE models). Let (S.V.o. 1) be an
associative HYPE model. Then there is a continuous dcpo P and an injective function
1. : S — C(P) that preserves o and all existing arbitrary \/S Jjoins in S. Moreover, for
i_:S — O(P) defined by 1_(s) := (z+(s*))c (which is open as a complement of a closed
set) we have

(1) (14.1.) is an information assignment.

(2) i(s)={ieP:AD C ., 1. () directed andi =\/ , D}.
s/ Ls P

(3) Foralls.s'€S,s Ls"iffi.(s)Ni_(s") #0.

Proof. Consider the completely distributive complete lattice L := P(S) and the
arbitrary \/ _-join preserving injective function f : S — L. s — (15)¢. By Theorem 2.1,
there is a continuous dcpo P such that L is isomorphic to C (P). say via isomorphism g.
Define 1, (s) := g( f (s)) By construction, 7, preserves existing arbitrary \/ - joins.
Moreover, 1, preserves o, since if s os’ exists, it equals, by Lemma 3.16, \/_{s.s'}
whose 7. -image is 1, (s) Uz, (s").

Concerning (1), (z,.2_) clearly is injective since z, already is injective. Moreover, by
definition and since s** = s, we have

1:(s*) = (1-(s)) and - (s*) = (1:(s™)) = (1 (5))".

Hence (z,,1_) is an information assignment.
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Concerning (2), we have by Lemma 3.13 and since 7; preserves existing \/ _-joins
that B

1.(s%) = l+(\/S{S/ ts' L os}) = Cl( U 14(s")).

s’ Ls

It is a basic fact that the closure Cl(4) (in the Scott topology) of a downset 4 in a
continuous domain is {\/ D : D C A directed} (e.g., Abramsky & Jung, 1994, sec. 2,
ex. 33). Hence 1_(s) = (1+(s*))c is the set of i € P that cannot be reached by a directed
subset of (s 14 (s”).

Concerning (3), for (=
Then, by definition, 1, (s)
1, as go f. we have (1s)
s )’

(«<). Assume for contraction that there is an i € 1, (s) Nz_(s’) but s £ s’. Then
{i} C1y(s) S U, gy 14(¢') is directed and i = \/{i}. Hence i €1 (s"), contradiction.

([l

) we argue by contraposition. Assume 1, (s)Nz_(s") = 0.
N (1:(s")) = 0. 50 11.(s) C 1,-(s""). Hence, by definition of
C=f(s)C f(s")=(15"7) s0s <s'". By Lemma 3.13,

THEOREM 3.18 (Compatibility distributes over fusion). Let (S.V, 0, L) be an associative
HYPE model. Then for all s € S and T C S such that \/ <T exists, we have

s,K\/Tiﬁ'Vs’eT:s,Ks’.
In particular, for all t,s,s" € S, if sos’ exists, thent Y sos"iff t L sandt ) s'.

Proof. (=). By contraposition. If there is s’ € T such that s’ L s, then s’ < \/ T,
whence, since L is isotone, \/ T L s.

(«<). Assume for contradiction that Vs’ € T :s Y s’ and \/ T [ s. Let Pand (1,.1)
be as in Lemma 3.17. Then, by (3) of the lemma., there is i € 1. (\/ T) N (s). Since 7,
preserves arbitrary <-joins, i € CI(U,eT z+(t)). Again, since P is a continuous dcpo,
this means that i = \/ D for a directed D C U,Eerr(t). But since by assumption
T C{s':s" [ s}, Disalso a directed subset of |, ,, 7+ (s") with i =/ D. Hence, by
(2) of the lemma. i ¢ 1_(s), contradiction.

The “in particular” part follows by Lemma 3.16: If s o s’ exists, itis \/{s,s’}. whence
t L sos’ impliest Y s and ¢ [ s'. The other direction again follows since L is isotone
with respect to o. ]

THEOREM 3.19 (Infinite DeMorgan). Let (S, V, o, L) be an associative HYPE model. For
allT C S,

(a) if \/ T exists, then \{s* :s € T} existsand (\/ T)* = N\{s*:s € T}.
(b) If\/{s* :s € T} exists, then \ T existsand (\T)* =\/{s*:s € T}.

Proof. (a). Assume \/ T exists. Since S is a HYPE model, (\/ T)* exists, whence it
suffices to show that it is the biggest lower bound of 7* := {s* : 5 € T'}.

We first show that (\/ T')* is a lower bound of T*. Indeed, in HYPE models we have,
by property 4c, \/ T t (\/ T)*. By Theorem 3.18, for all s € T, s } (\/ T)*. which
implies, by property 4(d), (\/ T)* < s*. Next we show that (\/ T')* is the biggest lower
bound. Assume 7 is a lower bound of T7*. Then we have for all s € T, t < s*, that is,
by Lemma 3.13, ¢ £ 5. By Theorem 3.18,¢ /' \/T. By Lemma 3.13, ¢t < (\/ T)*.

(b). Assume \/ T* exists. Then, by (a), A{s**:s* € T*} = A\ T exists and \{s**:
s*eT*}=(\/T*)*.Hence (ANT)*=\/T*. O
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Before continuing, a comment on a recent study of HYPE (published after the
submission of this paper) by Odintsov & Wansing (2020). Among others, they
obtain another, simpler semantics for the logic HYPE. Instead of HYPE models, they
define models M over involutive star i-frames: An involutive star i-frame is a triple
W = (W, <,x) where W is a nonempty set partially ordered by < and *: W — W is
an involution.'* A model over W is a pair M = (W,v) where v is a function assigning
each proposition variable p an upset of W (i.c.. a subset of W closed under <).
These models can interpret the propositional language £ of HYPE (negation uses * and
implication uses <) and the logic HYPE is characterized by the class of all involutive
star i-frames.

Here is a connection with the present work. Every information assignment (P,1)
to a nonempty set S induces the involutive i-frame (S. <, ,*,). And every involutive
i-frame (W, < .x) is induced by some information assignment (P.z) to W, that is,
(W, <.x)=(W. <,.%)."> Thus, instead of the idea of a valuation function describing
the high-level information supervening on the low-level information, we can consider
a valuation function v assigning every propositional variable a <,-closed subset of S.
Then we not only have a representation theorem for HYPE models using information
structures, but we also have a representation theorem for models over involutive star
i-frames.

§4. Correspondence between information structures and HYPE models. We show
that information structures induce HYPE models on the underlying state space.
Conversely, we prove that, roughly, HYPE models can be represented as induced by
an information structure. We conclude that the logic HYPE is a sound and complete
logic for reasoning about information in state spaces.

THEOREM 4.20 Information structures induce HYPE models. Let S be a nonempty set
(the “state space”). Let 3 = (S,P.1,V') be an information structure of S. Then 9 =
(S,V,o,,L,) is a HYPE model.

Proof. See appendix. O

(As mentioned before, note that we don’t claim that 90 is associative.) Thus, one way
to understand the logic of information structures of state spaces is to understand the
class of HYPE models that they induce. So let’s give them a name.

DEFINITION 4.21 (Informational HYPE model). Let 9 = (S, V', 0. 1) be a HYPE model.
We call O informational if there is an information structure (S,P,1, V') such that M =
(Sa Vv Ol > J-l)

Thus, our next question is: which HYPE models are informational? In Lemma 3.17, we
have already seen that for any associative HYPE model we can always find an information
assignment on which 1 =1,, however, it is not clear that o = o,. Still, this suggests that
the subclass of informational HYPE models is rather large. In fact, as we show now,

14 That is, for all x.y € W.if x < y. then y* < x*, and for all x € W, x** = x.

15 Proof: As in Lemma 3.17, consider 11 := g o / where W ER P(W) 5 C(P) and 1 =
(z+(~*))c. Then (P,1) is an information assignment to W and we have, by definition, *, = *
and, as is straightforwardly shown, <,=<.
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any associative HYPE model is induced by an information structure except for a subtle
difference between information fusion and supremum that stems from the possible lack
of associativity in the HYPE model induced by an information structure.

THEOREM 4.22 (Representation theorem). Let 9 = (S, V., o, L) be an associative HYPE
model. Then there is an information structure (S.P.1.V) (so, in particular, V supervenes
on 1) generating the HYPE model M, = (S.V ., o,. L,) such that

0) Both 1, and i_ are injective and <-monotone.

1) Incompatibility is informational incompatibility: 1. =1,.

2) Fusion is informational supremum: for all s.s' € S, sos’ =\/ <, {s.s'} (i.e.. one
exists iff the other exists, and in both cases they are the same).

(3) Mereology is informational containment: s < s’ iff s <, s'.

(4) M and M, are equivalent: For all formulas o and s € S, M, s & @ iff M,.s E .

(
(
(

Proof. See appendix. |

We leave it to future work to extend this correspondence into a full-fledged category-
theoretic correspondence (for which one first needs to define appropriate notions of
morphisms to turn HYPE models and information structures into categories).

We have noted that the associative HYPE models are complete with respect to HYPE
(Theorem 3.15). Since an associative HYPE model is equivalent to its informational
representation, we get the following corollary.

COROLLARY 4.23. The class of informational BYPE models is sound and complete with
respect to the logic HYPE.

Thus, we have found a sound and complete logic for reasoning about information in
state spaces. To see an application of using HYPE to reason about a dynamical system,
let’s go back to the trajectory space example.

ExampLE 4.24 (Continuation of Example 2.9). A valuation V of the state space P
of possible behaviors of the dynamical system (X.f) supervenes on the information
assignment 1 if and only if 'V is monotone (for all t.7' € P, if t <t’, then V(1) C V(1))
and. forallt e P, V(z*)={v:v ¢ V(7)}.

If V is such a valuation supervening on 1, then (P,V,o,, L,) is a HYPE model. What
can the logic express? For example, a ‘finite’ trajectory T = ([t].[]) makes — true iff
is false in the ‘limit’ v* = ([1).[t]). If a finite trajectory © = ([1].[{]) makes @ — w true,
then, roughly, for any other finite trajectory v’ = ([t'].[t']) that eventually merges with [t].
if t' E @, then, at the point of merger T o1’ F w. Being able to express such a feature of
the dynamics of the system shows that the logic has quite a high expressive power (while
still being decidable).

§5. Information fusion. We use the framework and the results obtained so far to
investigate information fusion. We provide well-motivated conditions for when a state
space can be closed under information fusion.

In §2, we have seen that, in general, we cannot require information structures to have
a total fusion function. However, it is natural and often required that any collection of
information states can be fused into a new state, even if this results in an incoherent
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state. These new and possibly incoherent states are then regarded as theoretical objects
obtained by completing the state space under the operation “fusion”.'°

In this section, we will consider how this extension of the state space can be achieved.
More precisely, in §5.1, we collect notions of information fusion and argue for two of
them as being the generic ones. In §—S5.2 and 5.3, we provide two properties and two
model constructions, respectively. In §5.4, we show how these can be used to close a

state space under information fusion.

5.1. Notions of information fusion. We collect several notions of information fusion
and motivate why to consider (i) and (iii) below as the generic ones.
Given an information assignment 1 = (z,.,2_) to .S, we call z:

(i) poset complete, if (S, <,) is a complete partial order, that is, for any 7 C S
there is a state s” that is the least upper bound of 7T with respect to the
information containment ordering.

(ii) total, if for all 5.5’ € S, thereis a s”” € S such that 14 (s”) = 14 (s) U1 (s").

(iii) join-complete, if for all To, T C S with T being finite, thereisa s” € S such that
1. (8") =ClU,eq 14 (1) and 1 (s”) = Urer, 1_(1). (Recall, ClA is the topological
closure of A4.)

(iv) diagonally complete, if for all T C S, there is a s” € S such that 1, (s") =
ClU,ert+(s) and 1(s”) = U, 7 1-(s).

(v) complete,ifforall T.T' C S. thereisa s” € S such that 1, (s”) = CI{J, 7 1+ (5)

and 1 (s") = U;eqr1-(5).

Three comments. First, the logical relationship is as follows: (v) implies (iii) and (iv);
(iv) implies (i) and (ii); (iii) implies (ii). Second, note that the difference between (i)
and (ii)—(v) is the following. In (i) we demand a state to exists that is minimal in
containing the information of the states to be fused. In the other notions we demand,
in various forms, that the information in that minimal state is actually the fusion of the
information in the states to be fused. Note that this subtle distinction is not available
if one only works with a poset of states and not with an information assignment.
Accordingly, we will speak of poset fusion and assignment fusion. Third, closely related
to the notions of fusion are the notions of substructure of C(P) x O(P) that the
image of the information assignment constitutes. For example, if 1(S) C C(P) x O(P)
is a sub-join-semi-lattice, then 1 = (1,.z_) is total. If 1(.S) is a complete sublattice of
C(P) x O(P), then 1 is diagonally complete. If 7 is surjective, 1 is complete.

What notion of information fusion is the correct one very much depends on the
particular state space. Still, we motivate why to consider (i) as the generic poset fusion
and (iii) as the generic assignment fusion.

We have mentioned at the beginning of this section that it is intuitive and often
required that any collection of information states can be fused into a new state.
Reflecting the difference between poset- and assignment fusion, the weak reading
of this is (i) and the strong reading is (iv). Hence a state space that is closed under
information fusion should at least satisfy (i). Though, we will argue next that the strong

16 g0 they are analogous to complex numbers if we regard complex numbers as theoretical
objects obtained by completing the real numbers under the operation “taking roots of
polynomials™.
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reading is too strong. That is, we will argue that as far as assignment fusion is concerned,
there is an asymmetry between positive and negative information: In general, we can
plausibly expect that the informational fusion of the positive information of arbitrarily
many states is again possessed by some state. However, for negative information we
should only expect this for finitely many states. As a consequence, (iii) is the generic
assignment fusion.

To argue for this asymmetry between positive and negative information, we will first
discuss two rough and intuitive ways of categorizing various notions of fusion.

One distinction between notions of fusions concerns whether (positive) information
and fusion is understood conjunctively or disjunctively.

The conjunctive way to understand that a piece of information i is part of the positive
information of a state s is that 7 obtains at s or that s has or makes-true the property i.
Dually, if i is among the negative information of s, i is a property that the state falsifies.
Thus, states are assumed to be given, and pieces of information are properties of states
(thatis, sets of states). This is in line with the classic view that information containment
is just the dual of implication: the information in p is contained in the information in ¢
iff g implies p. On this view, it is natural to interpret information fusion as conjunction:
5" is the state having all the properties that the states in 7 C S have.!”- '8

The disjunctive way to understand that a piece of information i is part of the positive
information of a state s is as follows. The states are regarded as stages of a process
of, say, recognizing an object in a messy collection of data or assessing a situation.
The positive information of a state is a collection of hypotheses about how the object
might look like or what the correct evaluation of the situation is. Dually, the negative
information is a collection of hypotheses about what the object or situation is not. On
this view, it is natural to interpret information fusion as disjunction: s”” contains all the
hypotheses that are contained in one of the states to be fused.”

Another distinction between notions of fusions concerns whether or not the positive
and negative information of a state are dependent on each other. This could range
from fully dependent (one determining the other) to entirely independent. If the latter
is the case, both positive and negative information of a state are just some unrelated
collections of properties or hypotheses, which suggests that they behave structurally
similarly, whence a symmetric notion of fusion seems appropriate (unlike join-complete

17 Here an interesting question can be posed: can the states be recovered as bundles of
properties? An answer is given by pointless topology: Yes, if the collection of properties
forms a so-called spatial locale (see. e.g.. Vickers, 1989, Johnstone, 1982, or Smyth, 1983,
but also §5.2).

This talk of a state making true a property is reminiscent of truthmaker semantics (see
Fine, 2017 for an overview including further references). Indeed, models for truthmaker
semantics are built on a complete poset (the “state space”). However. there truthmaking is
a relation between states and sentences. while here it would be a relation between states and
properties (“nonsentential truthmaking™). These properties could be, for example, open sets
of a topology on the state space (cf. the previous footnote). Thus, there could be far more
properties than there are sentences, and refining the language would translate into refining
the topology. For the relation between truthmaker semantics and HYPE see Leitgeb (2019).
Of course, the conjunctive and disjunctive understanding of fusion can be combined. For
example, in the case of object cognition the positive information of a state consists of two
things: (i) the set of properties of which it already has been confirmed that the object has
them, and (ii) the set of hypotheses about the object entertained at the moment. Thus, object
cognition consists of both confirming properties and conjecturing new properties.
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fusion). However, in many concrete examples it is natural to assume that the positive
information of a state has some implications for the negative information and vice
versa.

Let’s now show how the fact that positive and negative information are related
motivates the asymmetry between positive and negative information.

Concerning the disjunctive case, if 7, (s) are all the hypotheses entertained about the
object or situation at state s, a natural choice for i (s) is as the set of hypotheses that
are already falsified at state s. Thus, negative information has a conjunctive reading (all
the hypotheses in 7_(s) are falsified) and positive information has a disjunctive reading
(one conjectures that some hypothesis in 1. (s) is true). If we assume that information
can be phrased as affirmative assertion (true iff affirmable), then only finite negative
but arbitrary positive information can be fused (see. e.g.. Vickers, 1989).

Concerning the conjunctive case. we will consider the following example. It
provides a state space with an information assignment understanding information
conjunctively and where the positive and negative information determine each other.
The informational fusion of the positive information of (essentially) arbitrarily many
states is again possessed by some state, but for negative information this is only true
for finitely many states.

ExaMPLE 5.25 (State space of open sets). We consider a set S of open sets of some
topological space X as state space and an information assignment (P.1) to S that allows
for (directed) fusion of positive information but only finite fusion of negative information.

Let X be a spectral space (a topological space that is homeomorphic to the spectrum
of a commutative ring or, equivalently, to the spectrum of a bounded distributive lattice).
In fact, for this example it will be enough that X is a topological space with a basis of
compact open sets.

We obtain the domain P as follows. We write  : X — X for a partial function on X
and dom( ) for the domain of f. As usual, f is continuous, if for all open U, f'U is
open. Define P:={ f : X — X : f continuous} ordered by extension: f < g iff f Cg
(considering the functions as sets of pairs). One can then show that D is an algebraic
domain.”® The compact elements are those f € D with dom( ) compact-open. This
generalizes the well-known example that the set of partial functions on the positive
integers ordered by extension forms an algebraic domain (equip X := N with the discrete
topology).

Let S C O(X) be a filter (a nonempty upset closed under meets). Considering such
subsets of opens as state space is motivated by the fact that they can be regarded as ‘models’
in a general sense. According to the usual ‘logical’ interpretation of Stone duality, prime
filters are models: If L is the Lindenbaum—Tarski algebra of a distributive logic (using
the connectives 1. T, \,V), amodel is a lattice homomorphism M : L — 2 which, in turn,
corresponds to the prime filter M~ (1). Generalizing. if X is the spectrum of a distributive
lattice L, we may view a prime filter S C O(X ) = L as a model.

One can then define 1, : S — C(P) and1_: S — O(P) by

1. (U):={f e€D:dom(f)C U} and 1 (s):=(1-(s)) .
and show that (P.1) is an information assignment such that
20 In fact, D also is bounded-complete (all subsets with an upper bound have a supremum).

Algebraic and bounded-complete dcpos are also called Scott domains as they form an
important category of domains.
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(i) For T C S C-directed”', we have s" :==\JT € S and 1. (s") = CIJ, 7 11 (¢).
(i) For Ty C S finite, we have s" :=(\To € S and 1 (s") = User, 1(1).
(iii) If S is a nonprincipal filter’>, then for T := S C S, there cannot be s” € S with

1(s") =U,er (1),

1t’s worth putting this example into perspective by realizing that 1, is a presheaf. After
all, the general motivation of (pre)sheaves is that they assign information to the open sets
of a space. A paradigm example of a sheaf assigns to each open subset U of X the ring
of continuous real-valued functions on U. This is usually applied to rather well-behaved
geometric spaces X like manifolds. But in case of. e.g., a spectral space X, we can give this
a domain-theoretic twist: For U € O(X), define F(U) :=1,(U)={ f € D :dom( f) C
U}, and, for open V C U, define the restriction morphism resy y : F(U) — F(V') by
function restriction. Then F is a presheaf on X with values in the category of dcpos and
Scott-continuous functions (which is cocomplete so stalks can be defined). We leave it to
Sfuture work to further explore this perspective.

Another example may be obtained from considering the set S of computably
enumerable sets of natural numbers as state space. Ignoring matters of effectiveness
(e.g., by working in an effective background theory), S is closed under arbitrary union
(by running in parallel the Turing machines enumerating the sets) but only under finite
intersection.

To summarize, there are many notions of fusion found in various state spaces (from
none to complete). Poset complete and join-complete fusion can be motivated as being
the generic ones. Thus, we will focus on closing a state space under these two notions
of fusion. The overview of the construction is the following:

1. Start with a state space and an information assignment and consider the induced
HYPE model 901. Alternatively, start with an associative HYPE model and consider
its informational representation (so it makes sense to speak of information
fusion).

2. On thisinformational understanding, it is natural to demand 97t to have a certain
groundedness property (see §5.2).

3. If it does, we can form the Dedekind—MacNeille completion 9" of M, which
extends 9 by exactly the states needed to make it poset complete (see §5.3).

4. Again, on an informational understanding, it is natural to demand 9t to have
a certain separation property (see §5.2).

5. If it does, we can form the skew model 9" of 9, which extends 9" by the
states needed to make it join-complete while remaining poset complete (see §5.3
and Theorem 5.37).

6. Thus, 9" is the closure of M under the two generic kinds of information fusion.

We will now do this in detail.

2l We assume that T is directed to make things simpler. Conceptually, this is not much of
a restriction: If T is not directed, consider 77 := {t;{ U---Uty : t1,....tn € T}. Then T’ is
directedand JT = T".

For example, let L be a distributive lattice with some nonprincipal filter S’ (say, L = P(w)
and S’ is the Fréchet filter, that is, S’ = {4 C w : w \ 4 finite}). Let X be the spectrum of
L. Then X is a spectral space and O(X) is isomorphic to L, so the image S of S’ under this
isomorphism is a nonprincipal filter on O(X).

22
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5.2. Structural properties of HYPE models. We describe two properties of HYPE
models each defining a subclass of HYPE models. On an informational understanding
of states (which is justified by the representation Theorem 4.22), it is well-motivated
to demand HYPE models to have these properties.

Groundedness property. Roughly, the groundedness property states that if all states
of a set 7' make a literal true, this has to have a reason, that is, there has to be a state
that makes this literal true and that is informationally contained in all states of 7. The
formal statement of the property is slightly weaker:

DEFINITION 5.26 (Groundedness property). Given a HYPE model M = (S, 0, 1, V), we
say that M has the groundedness property (or is grounded) if for any set A C S, if all
upper bounds of A make a literal v true, then there is a lower bound of all these upper
bounds that makes v true.

Note that if 4 has a least upper bound, this is trivially satisfied. To elaborate on
the motivation: Any upper bound of 4 collects the information that is in 4 (and
possibly more). If all these upper bounds contain information making v true, this
should somehow be in 4. For example, the relevant information could be part of a
state of (or below) A4 or could be in a fusion of some states of 4. All this is the case if
the information is in a state that is a lower bound of the upper bounds of 4. This state
making v true is the reason why all the upper bounds make v true.

Separation property. Roughly, the separation property states that if two states differ,
there is a “simple” state that accounts for this. Let’s first state this formally and then
motivate it.

DEFINITION 5.27 (Meet-prime separation property). Let (S, <) be a poset. An element
a € S is meet-prime if for all s,s" € S such that s \ s’ exists,

ifsAs' <a,thens <aors' <a.
We say that (S, <) has the meet-prime separation property if for all s,s’ € S,
if s £ 5. then there is meet-prime a € S :s £ a and s' < a.

A HYPE model is said to have the meet-prime separation property if the underlying poset
of states (S, <) has this separation property.

Using the representation theorem to represent states by the information that they
contain, we can understand meet-prime states as informationally prime states: whenever
a meet-prime state a contains the information (exactly) shared by two states s and s,
then the reason for this is that @ already contains the information of (at least) one
of the states. So « is, in a sense, indecomposable or complete, whence ¢ has a simple
information structure.

Thus, the separation property says that state difference is tracked by the simple
(informationally prime) states: If two states s and s’ are not identical, then one is not
below the other, say s £ s’, and the separation property ensures that we can find a
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prime state « that contains s’ but still doesn’t contain s.%* In other words, if s # s, we
find a “simple” reason for this.
This separation property is well-known from pointless topology:

PROPOSITION 5.28. Let (S, <) be a join-complete partial order that has the meet-
prime separation property. Then (S, <) is a spatial locale (i.e., the poset of opens of some
topological space).

Proof. We show that S is a locale. Since a join-complete partial order in fact already
is complete, it remains to show that (S, <) satisfies the infinite distributive law x A
VY =V, cyxAy. The > direction is standard, so assume for contradiction that <
wouldn’t hold. Then, by the separation property, there is a meet-prime « € S such that
xAVY Z£aand\/ cyxAy <a.By the former, x £ a. By the latter, for all y € Y.
x Ay < a. Since a is meet-prime, x < a or y < a. Since x £ a, y < a. Hence a is an
upper bound of Y, so \/ Y < a. This is a contradiction to x A\/ Y £ a.

Since meet-prime elements of a locale can equivalently be regarded as completely
prime filters (or frame homomorphisms into the 2-point frame, or as principal prime
ideals), the separation property is equivalent to the property of a locale being spatial
(Johnstone, 1982, chap. 2). O

An important feature of a poset with the meet-prime separation property is the
following embedding property.

THEOREM 5.29 (Meet-prime separation and embeddability). Let (S. <) be a poset with
the meet-prime separation property. Then there is a completely distributive complete
lattice L and an injective function f : S — L such that f'is an order embedding (a < b iff
f(a) < f(b)) and preserves existing finite meets and arbitrary joins.

Proof. See appendix. O

Since, by Theorem 2.1, L is isomorphic to C(P) for some continuous dcpo P, this
theorem allows for information assignments with strong preservation properties.

5.3. Closure properties of the class of HYPE models. 1f one defines a class of
mathematical structures, it is important to check under which model constructions
this class is closed. Here we consider two such constructions.

Dedekind-MacNeille completion. Given a HYPE model, it is natural to ask: is there
a smallest HYPE model that contains the original model and where the containment
ordering is complete? Informationally speaking, is there a way to add exactly those new
states that are needed such that for any set of states 4 there is a state s’ that is the least
upper bound of 4 in the information containment order? We will answer this question
positively thus: If a HYPE model is grounded, we can take the Dedekind—MacNeille
completion of its underlying poset (which is its smallest completion) and naturally
build a HYPE model on this completion.

23 So the separation property can also be understood as a simplifying assumption (deciding
state difference by only looking at simple states).
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To state this formally, we recall the Dedekind—MacNeille completion of a poset
(P, <).** Given a subset A C P, define f14 to be the set of upper bounds of 4 and |4
to be the set of lower bounds of 4. The Dedekind—MacNeille completion P is the set
DM(P) :={A4 C S : 4= {14} ordered by inclusion. This is the smallest completion
of P: DM(P) is a complete lattice containing P (via the embedding p — |p:={gq € P:
¢ < p}) and any complete lattice containing P will contain DM(P).

DErINITION 5.30 (Dedekind—MacNeille model). Let 9t = (S.V, 0, L) be a HYPE model.
Define the Dedekind—MacNeille or DM model DM(N) := (S, V', o', L") as follows:

(i) S":=DM(S)={4CS:4=1y4}

(i) V'(4):=U,eqV(a)

(iii) 4o’ B = (AU B)

(iv) Al'B:=3JacA3IbcB:alb

(v) (4% = WHa*:a e A})
For any HYPE model 90T, DM(9) is almost a HYPE model: only V' (4*) D {v:v & V(4)}
is not guaranteed. It is, if 91 is grounded.

ProposiTiON 5.31 (DM model is a HYPE model). If 9 is a grounded HYPE model,
then DM(O0) is an associative HYPE model.

Proof. See appendix. O

Note that by the representation theorem and since DM(90) is associative, there is an
information assignment to DM(901).

How is truth in M related to truth DM(901)? A partial answer is the following
observation.

ProPOSITION 5.32 (DM-completion preserves —-free formulas). Fix a grounded
HYPE model M and its Dedekind—MacNeille completion DM(IN). Then for all —-free
Sformulas @, we have for all states s € M that

M, s E iff DM(ON).ls E .
Proof. By induction on ¢. For literals, conjunctions and disjunctions this is
straightforward. For negation, we first show that (Ja)* = |(a*). Indeed, we have
bella)eb<a*ewa<b*aVce€la:c<b*
sbel{c*:celal<be(la).

Hence we have s F - iff (Leitgeb, 2019) s* ¢ iff (by induction hypothesis) J(s*) & ¢
iff (above claim) (}.s)* ¥ o iff (Leitgeb, 2019) |s F —. O

Skew model. Given a HYPE model with state space S, we construct a HYPE model
on S x S that, in a way, reverses | and -*. We mention how to think of the new model
(similar to a fiber bundle), and show that truth in the old model is closely related to
truth in the new model.

24 For the original source, see MacNeille (1937). For a textbook presentation see, e.g.. Davey
& Pristley (2002).
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DEFINITION 5.33 (Reversed product or skew model). Let 9t = (S.V, 0. L) be a HYPE
model. Define the reversed product or skew model @M := (S". V', o', L') as follows:

i) S§':=8xS8

() V'(s.t) =V(s)NV (1)

(iii) (s.2)0' (s'.t") ;== (sos’.tot") whenever sos’ andtot' are defined
(iv) (s,t) L' (s".t): s Lt ort Ls’

(v) ((s.0)" = (r".5™))

Although 2 ® M is built on the product S x S, it is not the product model because of
the twist or reversal of 1 and -*. Rather, the idea is to take the original model 9t and
replace every state s with a copy of the state space S. That is, we replace a state with
a “fiber” or “cluster” of states. Accordingly, an element (s.7) of M ® N is not to be
thought of as an element of the product S x S but rather as point ¢ in fiber s.

Comparing this model construction to existing ones, fiber spaces from topology
immediately come to mind. Picturesquely speaking, they consist of a base space and out
of every point b of the base space grows a fiber such that the points in the neighborhood
of b and their fibers look like a product space although globally the base space with its
fibers is not a product.” In our setting, the original model 9t would be the base space
and a fiber out of a point s of M is {(s.7) : 1 € S}. We leave it as an open question how a
nontrivial topology would look like that satisfies the additional topological condition
of a fiber bundle.”*

PRrOPOSITION 5.34 (Reversed product is a HYPE model). If 9N is a HYPE model, then
M @ M is a HYPE model.

Proof. See appendix. |

In the remainder of this subsection, we want to show that truth in 9t ® 91 is closely
related to truth in 91. Similarly to the Dedekind—MacNeille completions, we note that
states in 9% and the diagonal states of 9T ® I agree on —-free formulas.

ProposITION 5.35 (Reversed product and —-free formulas). Let 9 be a HYPE model.
Then for all —-free formulas ¢, we have for all states s in I that

MskE@ iff MM, (s.5)F .

Proof. Immediate by induction on ¢ (for negation again use that s F - iff s* H ).
O

We would also like to know how formulas containing — behave in 9t and 99T ® 91.
For this we need two definitions. First, a HYPE model 9 is exact, if for all s.s’ € M,

25 Think of the Mdbius strip with the circle as a base and lines as fibers: locally it looks like a
part of the wall of a cylinder but globally it is not a cylinder.

26 Another somewhat similar model construction is found in the theory of modal companions:
To every intermediate logic L (a logic between intuitionistic logic and classical logic)
corresponds a class of modal companions M (that is, L proves a formula ¢ iff the Godel
translation of ¢ is proven by M). Moving from L to M semantically corresponds roughly
to moving from an intuitionistic L-frame F to a modal M-frame G where points in F
are replaced by clusters to get G. (For an overview see, e.g., Chagrov & Zakharyashcheyv,
1992.)
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V(sos')=V(s)UV(s") (rather thanjust D).”’ Second, a HYPE model 9t is a distributive
lattice, if the state space S of 9t with the order induced by o is a distributive lattice.

PRrOPOSITION 5.36 (Reversed product and —-free formulas). Let 9 be a HYPE model
that is exact and a distributive lattice. Let ¢ be a formula where — only occurs in literals.
Then for all states s and t in I,

MM, (5.1) F@ iff MsAtE .
In particular, (s.s) E @ iff s & . Moreover,
MM, (5.1) F—~p iff MsVitE—p.

Proof. By induction on ¢. For ¢ = v, it suffices to show V(s At) = V(s)NV(z).
Indeed, by the DeMorgan laws in HYPE models (Theorem 3.19), we have, since s* o r*
is defined (S is a lattice), that s At = (s* o *)*. Hence, since 901 is exact,

V(S/\t) = V((s*ot*)*)
={v:vgV(s*or")}
={v:vg V(s )ur()}
={v:ivgV(sH)}n{v:vg V()]
=V(™)NV () =V(s)NnV(e).

Again, A and V are immediate by induction hypothesis.

For ¢ — w, weshow (s.1) Fop — wilf s AtlE @ — w.

(=). Assume (s.7) F ¢ — y. Let 5" F ¢. We have to show s” o (s A7) F y. Indeed,
by induction hypothesis, (s”.s”) F ¢. Since (s.7) F ¢ — w, we have (s”,5") o (s.t) =
(s 0s,5" ot) F w. By induction hypothesis and distributivity, (s” os) A (s” ot) =
s"o(sAt)Ew.

(«). Assume s AtEF @ — w. Let (s',t') F . We have to show (s”.¢") o’ (s.t) F w.
Indeed. by induction hypothesis, s’ At F . Since sAtE @ — w, (s'At')o(sAt) E y.
By distributivity,

(s"At")o(snt)=((s"At")os)A((s'At")ot) < (s'os) A (1" ot).

It is a basic fact that F is monotone (Leitgeb, 2019), that is, in any HYPE model, if
sFE @ and s <s’, then s’ = . Hence (s’ os) A (¢ ot) F w. By induction hypothesis,
(s'os,t’ot)=(s".t')o (s.1) Fy.

For the “moreover” part, we have now shown that (£*,s*) i ¢ iff 1* A s* I . By the
lemma “ s F - iff s* ¥ 0 we hence have

(t*,8) E =@ iff (t* As™)* E —o.
The claim follows by applying (¢*.5*)* = (s.¢) on the left-hand side and (¢* As*)* = s ot
(Theorem 3.19) on the right-hand side. O

5.4. Closing under information fusion. We have said that, given an informational
HYPE model, we would like to build an extension with an information assignment that
is poset complete and join-complete.

Poset completeness is achieved by the Dedekind—MacNeille completion. Join-
completeness is achieved via the next theorem.

%7 This is one of the simplifying assumption, namely (SIMP 2), discussed by Leitgeb (2019).
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THEOREM 5.37 (Obtaining join-complete information fusion). Let 9 be a complete
HYPE model’® with the meet-prime separation property. Then the skew model O @ M is
a complete HYPE model that has an information assignment (1,.1_) that is join-complete
and 1 preserves arbitrary joins and 1 preserves finite joins.

Proof. Write M = (S.V, o0, L). We start by constructing (i,.z_). By Theorem 5.29,
we use the separation property to find a frame order embedding of S into a completely
distributive complete lattice which in turn is isomorphic to C (P) for some continuous
domain by Theorem 2.1. Hence we have an injective function f : S — C(P) preserving
arbitrary joins and finite meets. We define

1L.:SxS—C(P) :SxS—O0(P) .
(s.2) = f(s) (s.0) = (S ()"

(Note that i_ is well-defined, since 7_(s.¢) is the complement of a Scott-closed set and
hence open.) We need to show:

(1) MM is complete (as partial order).

(2) (14.1.) is injective.

(3) 1 ((5.0)*) = (1-(5.2))" and 1_((5.2)*) = (1+(s.1))".

4) (1.1 ) is join-complete.

(5) 1, preserves arbitrary joins, and i_ preserves finite joins.

Ad (1). By definition, (s.7) < (s',¢/) iff s < s’ and 7 < ¢’. Hence, given 4 x B C
MM, (\/ 4. \/ B) is the least upper bound of 4 x B.

Ad (2). Immediate, since f is injective.

Ad (3). We have

L ((5.07) = 14 7s) = £7) = (£ () = (1 (s.0)"
L ((s.0)) = (57 = (£ (7)) = (£(9)) = (1 (5.0)"

Ad (4). Let A x B,Ag x By C M ® M where Ay x By is finite. Since 9 is complete
(as partial order), we can choose s” :=\/ 4 and " :=\/ By. Then we have

s". // _ \/A C|Uf(s):(:| U l+(S,t).

sEA (s.t)€EAXB

Moreover, we have

(570 = \/Bo ¢ Theore:m 3.19. (f(/\{l* te BO}))C

_ (ﬂ{f(t*) 1€ Bo}) = | (S ()

(€8,
= U 1(s,1).
(S.I)EA()XBO
Ad (5). Using this reasoning, we have for 4 x B, Ay x By C M@ M with Ay x By

finite, that

28 That s, the underlying poset of 93t is complete.

https://doi.org/10.1017/51755020320000222 Published online by Cambridge University Press



LOGIC OF INFORMATION IN STATE SPACES 179

1 (\4axB)=1,(\/4\/B)=C |J wl(ab)

(a.b)eAx B

L(\/A()XB()):L(\/A(),\/B()) = U 1.(a.b),

(a.b)eAgXx By
as needed. O

Thus, the procedure outlined at the end of §5.1 does indeed yield a way of closing a
state space under the two generic kinds of fusion.

§6. Conclusion. Let’s conclude with a summary and some open questions. In the
first half, we have seen the domain-theoretic information structure of state spaces. These
subsume a wide range of examples. These information structures are in correspondence
with HYPE models, whence the logic HYPE is a sound and complete logic to reason about
information in state spaces. In the second half, we have looked at ways to close a state
space under appropriate information fusion. We have motivated two kinds of fusion
as the generic ones. We have provided the groundedness and separation properties
together with the Dedekind—MacNeille completion and the skew product that allowed
us to obtain the required closure under fusion.

As far as future research is concerned. we have already mentioned, for example,
further investigating the trajectory domain and the presheaf on spectral spaces, or
extending the correspondence between information structures and HYPE models into a
full-fledged category-theoretic correspondence. Moreover, since HYPE is also developed
as first-order logic, it is natural to explore the first-order informational setting as well.
Also, one could consider more dimensions of information other than just positive and
negative (e.g., verified, some evidence, merely conjectured, some counter-evidence,
falsified).”” Then one should look for respective representation theorems and see
whether they can be reduced to the two-dimensional setting. And one could consider
how domain-theoretic operations applied to the domain of pieces of information
(product, sum, function space, bilimits, domain equations, etc.) translate to the logical
setting. Furthermore, Leitgeb (2019) applies HYPE to semantic paradoxes by providing
a HYPE model whose states may be thought of as the fixed points of four-valued
semantics for type-free truth. What can the informational perspective due to the
representation theorem add? How do fixed points relate to domain-theoretic fixed
points? Does this construction transfer to other fixed point constructions? For example.
information assignments map each state to an element of C(P) x O(P). Lattices of
this form are called topological bilattices. Fitting (1988) uses assignments into them
to provide a fixed point semantics for logic programming. Since computation in a
neural network is a fixed point procedure as well, how does this help to understand
information processing of neural networks? Finally, one intention of HYPE is to provide
a background system for hyperintensional operators (Leitgeb, 2019), thus it would be
interesting to add further operators to the language of HYPE that can express additional
structure of specific (kinds of) state spaces. For example, for state spaces of dynamical
systems, one could consider the operator ‘in the next state ¢ holds’ or ‘it is plausible
that the system will evolve into a state where ¢ holds’.

29 Or one could consider positive and negative information coming from various sources that,
prima facie, cannot be put in the same domain of pieces of information.
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§A. Correspondence. We prove Theorems 4.20 and 4.22 that establish a correspon-
dence between information structures and HYPE models.

THEOREM 4.20 Let S be a nonempty set. Let J = (S,P,1,V) be an information
structure of S. Then 9 := (S. V., 0,,L,) is a HYPE model.

Proof. We check the conditions (0)—(4), where (0) and (1) are trivially satisfied.
Since V supervenes on 1, the (a)-conditions are satisfied by definition. The remaining
conditions are dealt with as follows.

Conditions (2)(b-d) and (3)(b) are readily checked, so it remains (4)(b-d). (b) We
have, since (1,7_) is an information assignment,

e (577) = (1 57))° = (12(9)°)° = (s,
so, since 1 is injective, s*'* = s. (c) We have
0=12(s)N(12(s))" = 12(s) Mg (s™).

so, by definition, s [/, s*. (d) Assume s f, s’. Show s’ o, s* is defined and equals s*'.
For this it suffices to show 14 (s*) = 14.(s") U1 (s*). Indeed, by definition of s £, s’

we have
0=r.(s)Ni(s") = (1(s™)) N (s")
D=1 ()01, (s") = (1 ™)) Ny (),
50 14 (s") C 14 (s*) and the claim follows. O

THEOREM 4.22 Let 9 = (S, V', o, L) be an associative HYPE model. Then there is an
information structure (S, P.1, V') generating the HYPE model 9, = (S.V, o,, L,) such
that

(0) Both 7, and i_ are injective and <-monotone.

(1) Incompatibility is informational incompatibility: | =1,.

(2) Fusion is informational supremum: for all 5,5’ € S, sos’ =\/ <, {s.5'} (ie.,
one exists iff the other exists, and in both cases they are the same).

(3) Mereology is informational containment: s < s iff s <, 5.

(4) 9t and 9M, are equivalent: M. s F @ T M,.s = .

Proof. Since (S, <) is a partial order, it is well-known that the set of its order ideals
P :=1dI(S) forms a continuous dcpo under the set-inclusion order (in fact P even is
algebraic). Define 1, : S — C(P) by

1 (s) = dedcs

which clearly is a Scott closed set. Define 1 : S — O(P) by 1.(s) := (l+(s*))c. Since
1, is easily seen to be injective, also - and (i,.z_) are injective, and by definition
14(s*) = (15(s))". so (11.1_) is an information assignment. We show that ¥ supervenes
on (1,.,1_) by a sequence of claims.

Cl Foralls,s'€S,s<s"iff1,(s) C1y(s).
Because: For (<), assume 7, (s) C 7, (s’). Then J.s € Lcles C lclcs’ so
s€lesClos’.sos <s'.For(=).assumes < s'andlet 4 € |~|.sandshow
A€ |clos’ Indeed, by assumption 4 C | s C | s’ (since < is transitive),
whence 4 € || s'. N -
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C2 Foralls,s"€S,1,.(s) Cu (s)iff_(s) Cr(s").
Because: By claim 1, 7, (s) C 1, (s/) iff s < " iff s < s* iff 1, (s") C1,.(5%)
iff 1y (%) =1.(s) Cr(s") =1,(s"7).

C3 Foralls,s'eS,s <s'iff 14(s) C1(s").
Because: Immediate from claim 1 and 2.

C4 Foralls,s’eS,s<s'iff s <, s'.
Because: By definition of o,, 5 <, s’ iff 14.(s) C 14 (s’) and the claim follows
by claim 3.

C5 Foralls,s’eS,s Ls'iffs L, s'.
Because: We have s /, 5" iff 1, (s)Ni_(s") =0 and 1_(s) Nz, (s") = 0 iff (by
definition of 2.) 1, (s) C 1, (s’") and 1_(s) C 1_(s"") iff (by claim 3) s < s'™ iff
(by Lemma 3.13) s £ s’

C6  V supervenes on (1,,1_).
Because: Clearly, x = %, and by the previous claim 5 1 =1,, so, since V is
an assignment of a HYPE model, clauses (ii) and (iii) of the definition of “V’
supervenes on 1~ are satisfied (see Definition 2.7). For clause (i), assume
for contradiction that s” := s o, s’ exists but there is a literal v such that
veV(s)UV(s") butv & V(s"). Without loss of generality, v € V' (s). By the
latter, v € V' (s"*), so s L s”*. However,

12:(5) Nz (s"7) = 12.(5) N (12(57))
= zi(s) N (li(s) Ul:t(sl))c =,

sos f, s"", whence, by claim 5, s /. s”*, contradiction.

Thus, we have our model 9, and we claim it has the required properties (0)—(4). We
already have (1) and (3) by claims 5 and 4, respectively.

Concerning (0), it is immediate that z, and 7_ are injective and they are, by claims 1
and 2, <-monotone.

Concerning (2), assume s o s’ exists, then, by Lemma 3.16, sos’ =\/_{s.s'} and
by claim 4 <=<,.s0 \/_ {s.5'} exists and equals s o s". B

Conversely, assume \/_ {s.5'} exists and show that s os’ exists and the two are
equal. Again, by claim 4, 5" :=\/_{s.s"} = \/_ {s.5"} exists, so s 05" and s’ 05" exist
and equal s”. Hence (s’,s”) € dom(o) and (s.s" os””) € dom(o). Since o is associative,
s os’ exists, and. by Lemma 3.16, s o5’ = \/ _{s.s"} = \/ {s.5'}.

Concerning (4), we show the claim by induction on ¢. The steps where ¢ is atomic,
a disjunction, or a conjunction are trivial. If ¢ is a negation we use that | =1,. For the
conditional we have to show that the following two are equivalent:

a) Foralls’,if M, s and s o s’ is defined, then M, s o s )
(a) Forall s', if M. E o and s o s’ is defined, then M, s 05" E y
(b) Foralls’,if M,.s’ = ¢ and s o, s’ is defined, then 9,50, 5" F .

(a) =(b). Let M,.s" = ¢ and so, s’ be defined. Since 14 (s).1+(s’) C1+(s05s’), we
have s,s5” <, s o, s’. Since in HYPE models formula satisfaction is monotone under <,
9M,.s 0, ' E . By induction hypothesis, M,s o, s’ E . Since o is reflexive, (so,s’) o
(so,5") = (s0,5") is defined and the assumption implies O, (s o, s”) o (s 0, s') F w. By
induction hypothesis, 9,5 0, 5" E w.

(b) =(a). Let M.s" F ¢ and sos’ be defined. Since, by Lemma 3.16, sos’ =
V< {s.s'}, we have s.s" < sos’. By monotonicity, M.sos’ F ¢. By induction
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hypothesis, 9,,s o5’ F . By reflexivity of o, and the assumption, 9,.(sos')o, (sos’) F
w. By induction hypothesis, M, 505’ F w. |

§B. Separation and embeddability. We characterize embeddability with separation
by completely prime filters and obtain the embeddability Theorem 5.29 as a corollary.

We start with some terminology. Given a poset (P, <), a subset F C P is a filter if
F is an upset and for all a.b € F, if a A b exists, then a Ab € F. A filter F is prime, if
forall a,b € P,if aVb exists and is in F, then a € F or b € F. And F is completely
prime if this also holds for arbitrary joins. We say that P has the completely prime filter
separation property if for all a,b € P, if a £ b, there is a completely prime filter /' C P
such that a € F and b ¢ F. If x is a meet-prime element, ({x)¢ is a completely prime
filter, so we have the following.

Lemma 2.38. Ifa poset P has the meet-prime separation property, it has the completely
prime filter separation property.

We say a poset P is frame order embeddable into a poset Q if there is a function
f : P — Q such that

(i) fisan order embedding: for alla.b € P, a < b iff f(a) < f(b). and
(ii) f preserves all existing arbitrary joins and finite meets.

We now want to use the completely prime filter separation property to characterize
when a poset is frame order embeddable into a completely distributive complete lattice
(Theorem 2.41 below). Using Lemma 2.38, we obtain Theorem 5.29 as corollary.

We first collect two results needed for the proof. The first is a basic one.

LeMMA 2.39 (Preimage of filters). Let P and Q be posets and let [ : P — Q preserve
all existing arbitrary joins and finite meets. Then, if G C Q is a completely prime filter
of 0. F := ~1(G) is a completely prime filter of P.

The second is a fundamental characterization of completely distributive complete
lattices originally due to Raney. For the version below, see Gierz ef al. (2003, IV-3.32,
p. 303 f.) or Moresco (1987).

LeMMA 2.40. Completely distributive complete lattices are exactly those posets that
are isomorphic to a subset of some cube (that is, a lattice [],[0,1] where [0,1] is the unit
interval and I some index set) which is closed under arbitrary joins and arbitrary meets.

Now we can show the promised result. In a way, both the statement and the proofis a
generalization of a theorem due to Van Alten (2016, theorem 3.1).

THEOREM 2.41 (Frame order embeddings and filter separation). Let (S, <) be a poset.
Then S is frame order embeddable into a completely distributive complete lattice L iff S
has the completely prime filter separation property.

Proof. (=).Let f : S — Lbeaframe order embedding into a completely distributive
complete lattice L. Let ¢ £ b and show that we can separate ¢ and b by a completely
prime filter.

By Lemma 2.40, there is, in particular, a frame order embedding / : L — [];,[0.1]
(for some index set 7). Since a £s b we have. qua order embeddings. /( f(a)) £
h( f(b)). By the definition of the product, thereis i € I such that r :=m; (h( /' (a))) Zjo.1]
i (h(f(b))(i)) =: 5. where 7; is the projection of [],,[0.1] to the i-th copy [0.1].
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Note that, since [0,1] is a chain, r > s. Hence there is an ¢ > 0 such that r —¢ > s.
The half-open interval G := (r —¢,1] is a completely prime filter of [0,1] that contains
r but not s. We want to apply Lemma 2.39 to get the filter G to S.

Indeed. by definition of the product, 7; : [],,[0.1] — [0.1] preserves arbitrary joins
and meets. Hence ; oo f 1 S — [0, 1] satisfies the conditions of Lemma 2.39, whence
F:={seS:mohof(s)€ G} isa completely prime filter of S. Moreover, ;0 h o
fla)=reGandr;oho f(b)=5¢& G,soa € F and b ¢ F, whence F also separates
a and b.

(«). Let CPF(S) be the set of completely prime filters of S and define L :=
[lrecpr(s)2 where 2 = {0.1} is the two element chain. Now. L is a completely
distributive complete lattice since itis a subset of [ [z cpp (s)[0. 1] closed under arbitrary
joins and arbitrary meets (Lemma 2.40). Hence it remains to find a frame order
embedding 2 : S — L.

Given F € CPF(S), define yr : S — 2 by yr(a) =1if a € F and = 0 otherwise.
Define /1 : S = [1pccpr(s)2 by h(a)(F) = xr(a). We need to show: (i) /1 preserves
arbitrary joins and finite meets, and (ii) / is an order-embedding.

Ad (i). We have, by definition of the product, #(\/4) =\/,.,h(a) iff for all
F € CPF(S). h(\VA)(F) = \/ e h(a)(F), iff for all F € CPF(S). xr(\/A4) =
V ye xF(a). And similarly for the meets. Hence it suffices to show that yr preserves
arbitrary joins and finite meets which is straightforward since F is a completely prime
filter.

Ad (ii). We show a < b iff h(a) < h(b). Indeed. if a < b, then, since / preserves finite
joins, h(a) < h(b). Conversely, if a £ b, then, by the separation assumption, there is a
F c CPF(S)suchthata € Fandb & F.Hence h(a)(F) = yr(a)=1£0=yr(b) =
h(b)(F), whence h(a) £ h(b). O

§C. Model constructions. We show that the model constructions do indeed yield a
HYPE model again (under appropriate assumptions).

PRrOPOSITION 5.31. If 91 is a grounded HYPE model, then DM(90) is an associative
HYPE model.

Proof. Since the conditions (0) and (1) of HYPE models are trivially satisfied, we
need to check (2)—(4).

(2)(a) If v € V(A4)U V(B), then v € V(a) for some a € A or v € V(b) for some
b € B. Without loss of generality, assume the former. Then, since X C X, a €
AUB CUN(AUB), sov € V(a) C U cypaup V(s) =V (4 B).

(2)(b)—(d) This follows since S’ is a lattice, and hence associative.

(3)(a)—(b) This is straightforward using that the corresponding properties hold in
the original model.

(4) We claim that for 4 € S’ we can choose A* := |{a* : a € A} which is in S’ since

JX =IniX.
(a) We need to show V'(A4*) ={v:v & V'(A)}. We have

v'iany= | ve)="1J re)= vie).

bel{a*:acd} b*end cefA
Hencew € V' (A*)iff 3b c 4 :v € V(b*)iff
3befd:ve Vb). (C.1)

3 Wehaveb € {a* :ac A}iffVae A:b<a*iffVa€ A:a=a"* <b*iff b* € f1A.
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Moreover, v € {v:v & V'(A)}iffvo g V'(4)=U,., V(a) iff

acA
VacA:vgV(a). (C2)

So it suffices to show that (C.1) and (C.2) are equivalent.

(C.1) =(C.2). Let b € 14 with v € V(b). Assume for contradiction that there is
a € Awithv € V(a). Then, since b is an upper bound, a < b, and since valuations are
monotone, V (a) C V(b).so v € V(b), contradiction.

(C.2) =(C.1). By contraposition: Assume that for all 5 € 4. v € V(). Since I
is grounded, there is a lower bound ¢ of 4 with v € V(¢). Since 4 = |ft4. ¢ € A4,
whence (C.2) is false.

(b) We need to show 4** = A. Indeed, we have

bedA"ebel{a":ac A"} b cpAd”
e Ve:ifee{a*:ae€ A}, thenc <b*
&S Ve:ifc* €A, then b < ¢*
& Vd ifd € 1A, thenb < d
S belfd=A.

(c) We need to show 4* [’ A. If not, there is b € A* and a € A such that b L a.
Since b € A* = ||{a* :a € A}, b* is an upper bound of 4. Since a € 4 = |14, ais a
lower bound of upper bounds of 4. Hence a < b*, whence, by Lemma 3.13, b [ a,
contradiction.

(d) We show that 4* =\/ ;. ,A’. For this it suffices to show U 4/ 4" = {{a*:
a € A}. Indeed. we have that b € | 4/ 4 A" if

J4'eS":be A and Va'€e ANVaecA:a ) a. (C3)
It suffices to show that this is equivalent to
YacA:b)a, (C4)

since then, by Lemma 3.13, » < a* for any a € A4, as needed.

That (C.3) implies (C.4) is trivial, and for the other direction we claim that we can
choose A" := | {b} € §’. Indeed, we have b € 4’. andif '’ € A’ and a € A. thena’ <b
andb f a,soalsoa’ ) a. O

PROPOSITION 5.34. If 991 is a HYPE model, then 9t ® 2 is a HYPE model.

Proof. Since the conditions (0) and (1) of HYPE models are trivially satisfied, we
need to check (2)—(4).

(2)(a) Since forall s € S, V(s) C V(sos'), if sos’ is defined, we have
V'(s.)UV'(s".t") =(V(s)nV (@) u(V(s)NV (1))
QV(sos)ﬂV( =V’ (sos tot') = V’((S,l)o’(s/,l')),

if (s.1) o' (s’.¢') is defined, that is, s o s’ and ¢ o ¢’ are defined.

(s,
(b)—(d) Thls is readily checked due to the pointwise definition of o’
(3)(a—b) This is straightforward.
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(4) We claim that we can choose (s.1)* = (¢*,5*) € S’. (a). We have

V((s.0))=V'(t*s*) =V )NV (s*) ={v:ve V() }n{v:ve V(s)}
={viveVi)NV(@O)}={v:veV'(st)}

(b) We have (s,¢)** = (¢*,5*)* = (s**,t**) = (s.1).

(c) If (s.¢) L (s,2)* (= (¢*.5*)). then s L s* or ¢ L ¢*, which can’t be.

(d) Assume (s.7) f (s’.¢’). Show that (s’,#") o’ (s,¢)* is defined and (s’.¢") o’ (s.1)* =
(s.t)*. Since (s,¢) X (s’.t'). s Lt and t £ s'. Hence t' o s* is defined and equals s*,
and s’ ot* is defined and equals ¢*. Hence (s’ ot*,t' o5*) = (s',t') o/ (¢*,5*) is defined
and equals (1*,s*) = (s.1)*. O
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